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Abstract

Many theories and studies show the benefits of multimodal displays for coding information in several modalities to increase information assimilation. However, the design principles are still unclear for coherent coding of information between modalities in multimodal displays. There is therefore a need for an overall design approach for multimodal displays, where we propose the design concept perceptual momentum. This concept is based on the idea of visual momentum for how correspondence between multiple displays and windows facilitates an integrated understanding. Similarly, perceptual momentum means corresponding information between modalities for redundant presentation in a bi- or multimodal display. The prediction is that this provides enhanced intuitive understanding of the coded information, which improves performance. Further, we propose four levels of perceptual momentum, high, partial, low, and conflicting information. High correspondence will likely enable the highest performance, a partial correspondence may enable high performance but with higher mental workload, whereas low correspondence and conflicting information will be detrimental for performance and mental workload. The use of perceptual momentum as a design principle for multimodal displays is discussed and exemplified with a number of studies and practical examples.

Introduction

People often have to process a tremendous amount of information in many civil and military systems. For example, driving a car includes operating the car, understanding the relations between the own car and other cars, and finally to have a good understanding of the environment and potential obstacles. While the amount of information both within the car and the environment were limited 50 years ago, the situation is different today with a more complex environment and additional information within the car. Furthermore, today an integrated computer commonly provides information about the car status, and additional information from navigation systems, radio, and cell phones may be handled. Some cars even have head-up displays (BMW, 2012; Chu et. al., 2008), tactile information in the steering wheel (Hwang & Rye, 2010) or seat (De Vries et. al., 2009), and auditory warnings for critical situations. This is partly a technical dilemma where new technological
inventions give us more and better information, but at the same time may cause accidents since we focus on the wrong things in some situations.

In more complicated systems, such as an airplane or a helicopter, the pilot needs years of training, but may still get disoriented due to reduced or conflicting sensory information. Especially, the information provided by the vestibular system and the proprioceptors may be interpreted incorrectly when exposed to gravitational forces, which may lead to spatial disorientation (Albery, 2012). Further, when flying in reduced visibility the probability of spatial disorientation increases. Disorientation may also occur when landing a helicopter in a sparse environment, such as a desert when blowing sand occludes the pilot’s view. This situation is known as brown-out and has caused numerous accidents for NATO forces in Afghanistan and Iraq (Albery, 2012). Both technical and human factors solutions have been proposed to mitigate the risks of landing during brown-out. Some examples of human factors solution are visual displays with 2-D (Szoboszlay et al., 2008) and 3-D symbology (Goff et al., 2010), 3-D audio (Carlander & Eriksson, 2006), tactile displays (Eriksson et al., 2006; Van Erp, 2007), synthetic vision (Prinzel III et al., 2006), and head-mounted displays (Martin-Emerson & Wickens, 1997).

The visual system is usually the dominating perceptual system for obtaining information. Consequently, the visual system is often overloaded and the user cannot process all information. Alternative tactile displays have therefore been developed and proven to be useful in numerous situations for both civil and military applications. For example, a cane that gives tactile feedback to people that are deaf and blind (Castle & Dobbins, 2004), target acquisition in military airplanes (Eriksson et al., 2006), soldier navigation (Krausman & White, 2006), and helicopter landing aids during brown-out situations (Albery, 2012). In many of these situations, performance improves when multimodal information presentation is used to divide the presentation between visual, auditory, and tactile displays. The discussion here about multimodal displays is limited to these three modalities since they usually are the most beneficial for display presentation.

The idea that there are multiple systems for coding information is nothing new. Early on, Paivio and Clark proposed the dual coding theory for visual and auditory stimuli (Paivio, 1986; Clark & Paivio, 1991). Later, Wickens’ (2002; 2008) multiple resource theory describes three dimensions: perceptual modalities, processing stages, and codes of processing. The amount of interference between information processing in these dimensions determines whether there is risk for mental overload when simultaneously performing several tasks. Proper design of multimodal displays can therefore reduce the mental workload by dividing the information in different channels (i.e., visual, tactile and auditory). Although the original theory only considers visual and auditory modalities, there are other versions of the model that also include tactile and olfactory input (Greenwood & Tsang, 2012). Finally, Van Erp and others describe a more complete model of human information processing called Prenav (Van Erp et al., 2006). This model is based on Sheridan’s model for supervisory control (1992), Wickens’ information processing model (Wickens & Hollands, 2000), Veltman and Jansen’s workload framework (2004), and Rasmussen’s skill, rule and knowledge based classification (Rasmussen et al.,
Prenav describes how information in many modalities can be processed in parallel either automatically or through conscious processes. Intuitive displays facilitate automatic and parallel processing to enable direct action without further cognitive processing.

**Problem statement**

Multimodal displays that combine different displays in two or more modalities are beneficial for performance in many applications, such as cars, helicopters, and aircraft. However, the design principles are still unclear for how to combine modalities in multimodal displays into a coherent experience. For example, there are at least two different coding principles for tactile hover displays in helicopters. Van Erp et al., (2002) coded a display so the pilots should follow a tactile stimuli to fly in the direction of the tactors indication. Raj et al., (1998), on the other hand, used a coding principle where the pilots should steer away from the tactile stimuli. This illustrates the lack of clear and accepted design principles for tactile hover displays, and multimodal displays in general. Although it is not necessary to use the same coding of information, at least redundant information from multiple modalities for a task should be coded using the same design principle. Redundant information from visual and tactile modalities should therefore correspond in multimodal displays. This correspondence between modalities is not always sufficiently considered.

**Display design**

Human factors has a long research tradition for how to design displays that facilitate interaction with technology, which covers ergonomics, psychology, cognitive science, cognitive engineering, and human computer interaction (Preece et. al, 2002). For example, representation design (Bennett & Flach, 1997; Woods, 1991, 1995) considers the triad of the environment (including the task), user, and interface. Representation design describes how the interface must be designed with an understanding of what the user’s task is within the environment. Further, the interface is considered both in terms of user’s visual acuity and colour limitations, as well as the cognitive requirements for processing the information.

When presenting information for a task on different displays, it is important that the information on the displays fit together and is placed in a way that the user easily can access. For example, the proximity compatibility principle (PCP) describes how information from multiple panels or display areas must be integrated, depending on the task (Haskell & Wickens, 1993; Wickens & Carswell, 1995). This means that pieces of information that need to be used to solve a specific task (mental proximity) should be displayed close to each other in perceptual space (spatial proximity). Spatial proximity is not directly applicable to multimodal displays where information is distributed between modalities. However, the spatial component is important when it comes to coding of spatial correspondence between modalities. For example, if a visual display shows left and right, a tactile display that provides the same information should provide corresponding information on left and right. The idea of mental proximity, on the other hand, is directly applicable and important. Multimodal displays are often touted as facilitating parallel processing of modalities without sufficiently considering such design issues and restrictions.
Another fundamental design issue that must be considered is which modalities that should be included in a display configuration. To answer this question a task analysis (e.g. Millitello & Hutton, 1998) should be performed to make sure that the information requirements in the present situation or task match the use of chosen modalities. In some situations multimodal displays will use the visual, tactile and 3-D audio channels redundantly, which then should be coded to correspond to each other. In other situations the best alternative will be to use different modalities sequentially, e.g. initially present a tactile stimulus to get the user’s attention, if that does not help present an audio signal, and finally provide visual information. Here, the focus is on multimodal displays where the redundant information from bi- or multimodal modalities can improve performance.

Perceptual Momentum

The concept visual momentum derives from cinematology, where filmmakers strive to make sure that the viewer can understand and follow the film between multiple scenes by providing a partial correspondence between the scenes. Woods (1984) describes how the same principle can be used for display design through users’ ability to extract and integrate information from multiple displays, or between multiple objects within one display. In the visual system, information can only be processed in a serial fashion. The multimodal situation, on the other hand, enables parallel processing of information that multimodal displays can utilize to enhance information assimilation. We therefore introduce the design principle perceptual momentum that like visual momentum is intended to help the user or viewer to integrate information from multiple sources or sequences. Perceptual momentum can be defined as:

Corresponding information between modalities for redundant presentation in a bi- or multimodal display. The correspondence may be high, partial, or low, or the information may be conflicting, with a degrading scale from positive to negative (Figure 1).

Figure 1. Continuous scale for perceptual momentum with high-, partial-, low correspondence, and on the negative side conflicting information.

The definition states the importance of considering multimodal display design as a means to facilitate integrated processing of information between different modalities. Designing multimodal displays using perceptual momentum assures that conflicting information between display modalities is avoided. Further, there is a distinction between whether the correspondence between redundant information in
different modalities is high, partial, or low, or in the worst case an information conflict. A high correspondence will likely enable the highest performance, a partial correspondence may enable high performance but with higher mental workload or less spare capacity, whereas low correspondence or conflicting information will be detrimental for performance and mental workload.

**Practical examples**

We illustrate the benefits of using perceptual momentum for multimodal display design with a number of practical examples from both our own and others’ research. The intention is to show the extent of the applicability of perceptual momentum as a design principle, not to question the research itself. The focus is on when different displays are used to present information for the same task, although multimodal displays may also be used for presentation of information for different tasks to increase performance and avoid information overload.

Firstly, we have performed three experiments with multimodal threat cuing in a simulated combat vehicle. The task was to localize threat direction and turn the combat vehicle in the direction of threat as accurately and quickly as possible. In the first experiment there was a perfect correspondence between the display modalities and a high perceptual momentum since both the visual, auditory, and tactile display presented the actual threat position. However, in this experiment a visual head down display (HDD) was used which conveyed certain disadvantages. Therefore, in the second experiment a visual head up display (HUD) was used. The HUD was, however, coded with a simplified symbology that presented initial threat direction but not initial position. Thus, concerning coding of initial position there was a lack of perceptual momentum between the visual display and the other modalities (Oskarsson et.al., 2012; Carlander et.al., 2007; Oskarsson et. Al., 2008). In a third experiment, the coding of the visual display was modified to also present information on initial threat position, i.e. information that corresponded to the tactile and 3-D audio modalities (Lif et. al., 2011).

Secondly, Van Erp and Van Veen (2004) showed that a visual and tactile display for car navigation can improve performance and reduce mental workload. The visual display showed whether the next turn should be to the left or right, as well as alphanumerically the distance (50, 150 and 250 meters) to the intersection. The tactile display showed the direction of the next turn with vibrations in the driver seat, under the left or right thigh, and the distance with different rhythms in the vibrations. Since distance in the visual display was presented alphanumerically, there was only a partial correspondence between the visual and tactile display. This illustrates how the highest perceptual momentum may not be achievable in all situations. Further, many navigation systems can provide distance estimates (that change over time), which may be difficult to present with a tactile display. A visual presentation of the continuous distance would therefore further reduce the correspondence between displays. One example of this problem is a study by Elliot et. al., (2007) where a multimodal display was used for land navigation. While there was a direct correspondence for the directional information between the visual, auditory, and tactile display, the visual display presented distance continuously,
whereas the tactile display only indicated distance by a few different rhythms. The waypoints were not presented tactually.

Finally, in an on-going study with a simulated helicopter we investigate if multimodal display information can improve landing performance during brown-out and other landing situations with reduced visibility. The visual display shows drift through a dynamic vector that indicates lateral drift by a vector in a compass circle. When there is no drift the vector points upwards and when drift sideways increases the vector turns sideways in respective direction. The tactile display is a tactile belt with twelve tactors, but only two are used. The tactors indicate deviation sideways by tactile pulses under respective armpit, and the frequency of the pulses increases with speed of lateral drift. The level of perceptual momentum between the visual and tactile displays in this study is thus only partial.

Discussion and conclusions

Our goal has been to demonstrate how present design principles of visual momentum for visual displays by minor adaptation and modification are applicable to design of redundant multimodal displays. Further, when different displays are used to code information for the same task the joint multimodal display should provide coherent information to the user, which leads to a high level of perceptual momentum. Based on available theories and studies, we suggest that the usability of multimodal displays for a task depends on the level of perceptual momentum, which means the type of correspondence between the modalities. Multimodal displays that provide a direct correspondence have the highest perceptual momentum, such as showing direction with a visual compass as well as a tactile belt with roughly the same resolution. Consequently, it is also important to avoid using different design principles for each modality, since this may result in displays that conflict, and a low level of perceptual momentum. For example, with a visual display where an arrow indicates the suggested direction of movement, the tactile stimuli should be on the same side as the arrow. On the other hand, if a tactile stimulus is presented on the other side with the purpose to push the subject in the intended direction, it will be perceived as a conflict. Finally, only four levels of perceptual momentum are discussed here. This is probably sufficient as a starting point for a framework for design principles for intuitive coherent multimodal displays. Above all, multimodal displays with the highest possible perceptual momentum are more likely to be perceived as intuitive and effective.
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